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X-ray crystallography is an important experimental method
to investigate chemical structures, proving to be particularly
powerful for studying the structure and function of biological
macromolecular systems.! For large molecules, however, the
resolution of the data limits the accuracy of the structure obtained.
Perhaps the most challenging part of the structure refinement
process is the determination of both the location and the number
of solvent (water) molecules. This report proposes the use of the
cavity-biased grand canonical Monte Carlo simulation to address
the problem of accurate determination of the water positions in
crystal structures, and it communicates our initial results for a
particular crystal hydrate system.

As our test crystal system, the orthorhombic form of the sodium
salt of hyaluronic acid (HYA) was chosen. HYA is a linear
polydisaccharide of the form (-GCU-NAG-), where GCU is
glucuronic acid and NAG is N-acetylglucosamine.2 The crystal
structure and the unit cell parameters of HY A were taken from
the Protein Data Bank (entry, 3HYA,; resolution, 3 A). Each
HYA unit cell comprises four asymmetric subunits having a
P2,2,2, space-group symmetry and consists of two antiparallel
left-handed helix forming chains. In the unit cell, there are eight
residues of each of GCU and NAG, eight sodium ions, and 16
experimentally determined water molecules.? Each sodium ion
is ina 6-fold cage formed by the oxygens of different HY A chains
and by water molecules, Figure 1. In terms of the surrounding
environment and hydrogen-bonding mechanisms, the rest being
symmetry related, only two of the sodium ions and four of the
water molecules are distinct.

The interaction parameters of HY A were represented by the
AMBER force field,? and the TIP3P model* was used for water.
HY A site charges were generated using ab initio methods.* The
calculated charges for both distinct sodiums were almost equal,
and therefore, the same value, 0.95, was assigned to both. The
cavity-biased grand canonical Monte Carlo (CB-GCMC) tech-
nique® with a one to one ratio of insertion/deletion to regular
move attempt wasemployed. Since our mainaim was todetermine
the mean water locations, the saccharide chains and the sodium
ions were kept fixed in their crystal positions during the simulation;
i.e., only the water molecules were allowed to move.” After
sufficient equilibration the simulations were run for five million
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Figure 1. Structure around sodiumionsin HYA. For clarity, uninvolved
HYA residues are not shown. The labeling convention is that of ref 2.
W1-4 (dark) are the experimentally reported waters, and S1-4 (gray)
show the corresponding simulated locations highly occupied by the water
oxygens. Unlabeled spheres are the saccharide oxygens bound to the
sodiums. Spheres have half of their respective van der Waals sizes.

steps each of regular and insertion/deletion moves. Of this, every
other 500th configuration was collected for results analysis.

Use of the grand canonical ensemble to study the properties
of crystal hydrates is essential for a couple of reasons: (a) The
density measurement of the crystal is not accurate enough to
measure the exact number of water molecules inside the unit
cell.2 Therefore, there may be considerable uncertainty in the
number of hydrating water molecules. Useof the grand canonical
ensemble partially solves this problem by allowing the number
of water molecules to fluctuate. Thus, it can provide the statistical
distribution profile and information of the energetics and the
locations of added or removed water molecules at diffetent
configurations. (b) The water molecules of the crystal hydrates
aremostly enclosed in disjoint pockets. Anappropriate simulation
technique has to allow for molecule exchange between the pockets.
Conventional simulation methods, such as canonical and micro-
canonical ensemble simulations, fix the total number of water
molecules and their distribution among the pockets from the start,
and molecule exchange between the pockets is virtually impossible,
resulting in a strong bias toward the initial configuration. MC
simulations with very large step sizes would increase the frequency
of the attempted particle exchange between the pockets, but in
that case the move acceptance rate becomes very low, thus making
it an impractical approach. In contrast, in the grand canonical
ensemble, through molecule insertion/deletions, the water mol-
eculesareexchanged between the pockets. Inaddition, the cavity-
biased formulation of GCMC was used because, at high densities,
it considerably improves the sampling efficiency.

Simulation results were analyzed using two different ap-
proaches, which resulted in identical conclusions. In the first,
the solvent number density profile on a three-dimensional grid
was calculated. The second approach utilized the generic solvent

(7) Within this treatment the utilized ensemble is not truly grand canonical,
because it is a multicomponent system in which some components (HYA) are
kept at constant number density and some (waters) at constant chemical
potential. However, the label grand canonical ensemble is still appropriate
due to the following reason. There is no free space to accommeodate a second
HY A molecule, and deleting the existing one would cost an enormous amount
of energy (with minimum image cutoff, the water—-HYA interaction energy
is ~=300kgT). For this reason, even if allowed to fluctuate, the number of
HY A molecules would hardly change, so the employed ensemble is essentially
equivalent to a grand canonical ensemble.
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site (GSS) idea, and the Hungarian method was used todetermine
the GSSs by overlapping the subsequent configurations.® In this
approach, the particles do not carry labels, which allows for
molecule interchange between the GSSs during the molecule
assignment. The fact that the unit cell comprises four symmetry-
related subunits can be used to investigate the convergence of the
simulation runs. For this, using the mean locations calculated
with the Hungarian method, the water molecules were partitioned
into symmetry-related subgroups. The mean square deviation of
symmetry-related GSSs from their averaged mean position was
only 0.04 A?, implying a very well converged simulation run.
Comparison of the simulation and the experimental results for
the mean water oxygen positions, Figure 1, shows that there is
very good agreement for two of the water molecules, W1 and W2
(naming convention is that of ref 2). For these two water
molecules, the relative displacements between the averaged
simulation and the experimental positions are less than 1 A. Even
though there is a relatively large displacement, ~2.6 A, a third
water, W4, is also well reproduced, and both the experimental
and the simulation results correspond to chemically possible
locations. Incorrespondence to W4, two separate locations, S4A
and S4B, are actually detected in the simulations. The observed
disagreement for the fourth distinct water molecule is quite
considerable, both quantitatively and chemically. If the sac-
charide oxygens bound to sodium ion NA1 are considered to
approximately form a plane, then the experimental (W3) and the
simulation results (S3) are on different sides of that plane.
Due to the presence of the sodium ions and to the close-packed
nature of the crystals, electrostatic interactions are expected to
play animportant role in thechemical structure of crystal hydrates.
To test if the found disagreements are electrostatic in origin, we
performed a second simulation using an approximate MC
acceptance criterion® which downplays the importance of the
electrostatic forces. In this second simulation, the S3 peak was
again observed and it was asstrong as before. Inadditionanother
peak (not shown in Figure 1) with considerable density was
observed almost equidistant from W3 and W4, 3.8 A. These
findings imply that, even though electrostatic effects may be very
important, they are probably not the main contributor to the
observed discrepancies. This, of course, does not rule out the
possibility that the point charge representation of the electrostatic
interactions may have been inadequate and going to higher level
presentation would be necessary. Other possible sources of
discrepancy are the deficiencies in the potential parameter set
used in the simulations, or the improper modeling in the
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experimental structure refinement analysis (note that the refined
structure has an R-factor? of only 0.3). For example, the
simulation results suggests that there may actually be five rather
than four distinct water molecules (or four molecules with
fractional occupancies at different sites), and the necessary empty
volume in the crystal structure exists to accommodate this
additional water. Notealsothatthesodiumionsand HYA chains
were not allowed to move in the simulation. The determination
of the location of the sodium ions in X-ray crystallography is not
that straightforward either; therefore, it is possible that the cations
might have been slightly misplaced, which in turn may contribute
tothe observed disagreement. Investigation of the effects of using
different interactions potential parametrization and of allowing
for the movement of the sodium ions during the simulation is
currently in progress. Aninteresting search would be to construct
a structure model based on the simulation results reported here
and compare with the experimental X-ray diffraction patterns to
see if there is any improvement in the agreement.

This study clearly shows that the use of the grand canonical
ensemble in crystal hydrate simulations overcomes many of the
intrinsic difficulties encountered in the analogous canonical or
microcanonical ensemble simulations and is able toreliably predict
the water positions for a given potential function model. As its
implementation in this report shows,!® with its cavity-biased
formulation, grand canonical Monte Carlo simulation is an
effective and robust method and can give leads into a possible
array of alternative structures to investigate. Itiscomputationally
not too expensive and can be rather easily combined into crystal
structure refinement protocols to supplement model building.
This would improve the accuracy of the refined structures by
establishing an independent test so as to reveal the erroneously
built structures. Or, in an alternative utilization, starting with
an accurate crystal structure, the CB-GCMC simulation method
can equivalently be used to test the potential function models.
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