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DIRECT CALCULATION OF THE EXCESS FREE
ENERGY OF THE DENSE LENNARD-JONES FLUID

MIHALY MEZEI

Department of Chemistry and Center for Study in Gene Structure and Function,
Hunter College of the CUNY, New York, NY 10021, USA

(Received March, 1988)

The excess free energy of the Lennard-Jones fluid near its triple point was calculated with a nonlinear
thermodynamic integration method directly from an ideal gas reference state and is found to be in good
agreement with earlier calculations. The effect of the truncation of the inner core on the computed free
energy was also examined.

KEY WORDS: Free energy, Monte Carlo computer simulation, Lennard-Jones fluid, nonlinear thermo-
dynamic integration.

INTRODUCTION

The calculation of free energy from computer simulation is of current interest [1-3].
Two major issues have arisen: the search for an adequate representation of the
intermolecular energy (i.e. choice of potential form and its parameters) and the choice
of the numerical technique that gives reliable results with the minimum computational
effort. It is important to stress that the two issues are essentially independent of each
other. The aim of this paper is to deal with the second issue only, using the Lennard-
Jones fluid near its triple point as a model system. Since the representation of the
non-bonded interactions in most potentials includes a Lennard-Jones term, the results
of the study should be relevant to most other systems. Furthermore, the excess free
energy of the Lennard-Jones fluid at selected states has already been determined by
different workers using different numerical techniques to a precision of 1% or better.

The calculation of free energy differences are particularly ill-conditioned when the
transition between two systems involves the creation or annihilation of particles. It
has been argued earlier {1, 4] that such cases would be handled most effectively by
nonlinear thermodynamic integration. This paper presents calculations of the excess
free energy of the Lennard-Jones fluid at ¢* = 0.8, T* = 0.75 using a nonlinear
thermodynamic integration method on a path that goes directly from the ideal gas
state to the fluid state. It will be also shown that the change of the r~" repulsion to
a function finite in the range {0-0.8 o] has practically no effect on the excess free energy
of the liquid but that this change does not seem to improve the efficiency of the
calculation.
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The state o* = 0.8, T* = 0.75 was chosen because several earlier studies calculated
its excess free energy. Reduced units (starred) are defined by ¢* = No*/V, T* = kT/e
with N, ¥ and T the number of particles, volume and temperature, respectively and
¢ and ¢ are the parameters of the Lennard-Jones potential:

En(r) = 4el(a/n)? — (or)’) (1)

(With some abuse of notation the symbol £;,(X™) will later be used to denote the sum
of E,;(r) over all pairs of particles.) For this system, pressure integration by Hansen
and Verlet [5] gave the excess free energy A° = — 3.35 (in units of ¢). Torrie and
Valleau obtained A” = — 3.345 using umbrella sampling to calculate the free energy
difference between the soft-sphere fluid and the Lennard-Jones fluid [6]. Recently,
Mezei calculated A’ for the same system using various grand canonical ensemble
simulation techniques [7] and obtained values ranging from —3.30 to —3.35. In
another calculation, described in the Appendix, the particle insertion method of
Widom was used, giving 4° = — 3.34,

The calculations presented in this paper used a nonlinear thermodynamic integra-
tion technique described in [1], that is formally equivalent to a linear thermodynamic
integration with an integral transform, as suggested by Mruzik ez al. [8]. As usual for
free energy simulations a coupling parameter A is introduced such that the function
E(4, X™) gives zero for A = 0 the reference system) and E;,(X™) for A = 1. The work
described here used

EQG, XY = MEL(XN (2)
It can be related to the choice proposed by Cross [4]:
E(G, XNy = 4(e)(ie/r)'? — (a/r)] 3)
Rearranging Equation (3) gives
EQ, XNy = i%e(a/r)’? — Vde(alr)® (4)

showing that the linear scaling of both Lennard-Jones parameters (e.g. Equation (3))
corresponds to a 4 exponent between 7 and 13 in Equation (2). It is to be stressed
however that the coupling of Equation (2) always define a transcritical path and thus
it is ensured that no complications would arise from possible phase transition along
the path.
Following the general ideas of Kirkwood [9] it was shown that using Eq. (2) one
obtains [1]
1
A = [ KFCEQ, XNYAdh (5)
1]
Here the symbol <. . .>/ stands for the Boltzmann average of the quantity enclosed
using E(%, X™) as the energy in the Boltzmann factor. The integrand of Equation (5)
has to be evaluated with a numerical quadrature. Equations (2) and (5) generalize
easily for the case when the reference system is not the ideal gas.
For the choice of the exponent k, three points are to be made. First, it has been
shown previously [10] that (E(A, X™)>1 is monotonous in A, thus for £ = 1 (linear
coupling) the whole integrand would be monotonous, thereby increasing the con-
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fidence in the interpolation implicit in any numerical quadrature. Second, it has been
noted that for the creation of a new particle the integrand may diverge at 1 = 0,
making the integral of Equation. (5) an improper one — this can have serious effect
on the precision of any numerical quadrature. The nature of this divergence is known
[1, 8, 11]: its limiting behaviour is A*¥™~! for a potential with ™ repulsion in the
d-dimensional space [1]. Thus, choosing £k > 4 for the Lennard-Jones fluid ensures a
singularity free integrand. Third, too large a value for & would underemphasize too
much the 4 region near 1.

A different proposal to deal with the singularity issue by Wilson and coworkers [12]
suggests the truncation of the inner core of the Lennard Jones term, arguing that the
energy values at distances not sampled during a normal simulation can be modified
without affecting a calculated free energy value. In principle, such a truncation should
lower the calculated excess free energy value since if

E[(XY) < E,u(X™M) (6)
then
exp[— E[,(XN)/kT} = exp[— E(X™)/kT) (M
and therefore

—kTln j exp[— E,(X™)/kT]dx™

A

—kTln j exp[— EL(XN)/KT]dXN  (8)

A calculation, using & = 1 with a truncated Lennard-Jones interaction showed that
the difference is indeed very small.

CALCULATION AND RESULTS

The excess free energy of the Lennard-Jones fluid at ¢* = 0.8, T* = 0.75 has been
calculated with a 5-point Gauss-Legendre quadruture using £ = 4, 5, 6 and 7 in
Equation (5), giving 4 = —3.363 + 0.007, —3.356 + 0.014, —3.353 + 0.005 and
—3.358 + 0.008, respectively, in excellent agreement with the previously computed
values. The calculations used 160 particles in a simple cubic simulation cell under
periodic boundary conditions. A 2.5 ¢ cutoff was applied to the potential and its effect
has been corrected with the assumption that the density is constant for r > 2.5 0.
Boltzmann averages were calculated over a sample of 2 x 10° configurations,
generated by the Metropolis Monte Carlo method [13]. Figure 1 displays the cal-
culated integrand values and the fitting polynomials used in the quadrature.

The adherence to the limiting behaviour was examined by calculating the ratio R,

R = (KE(, XN, KEQG, XN )/ 1A ©)

where 1’ is the lowest A value used, 4.998 x 107'°. R should be one as long as the
limiting behaviour is strictly valid. The calculated values of R are given in Table I,
showing that the limiting behaviour is observed within ca. 15% for 4 < 0.016. The
truncated core Lennard-Jones used

forr < 0.80: [2 — (r/0.8)*]* E;,(0.8)

) 1
Eyy(r) {forr > 0.80: E;;(r) "
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Figure 1 Integrand of the nonlinear thermodynamic integration and the approximating polynomial
computed from the quadrature. The symbols 0, +, * and x stand for the calculated integrand values at
k = 4,5,6 and 7, respectively. The dotted lines give the fitting polynomials. The curves for the successive
k values are shifted upwards by 5 units for clarity.

Since this potential has no singularity at r = 0.0, X = 1 was used to take advantage
of the monotonicity of the integrand. A 5-point Gauss-Legendre quadrature gave
A" = —3.71 and showed that (E(A, X)>, is nearly constant for 0. < A < 1 and
is increasing steeply for 0 < A < 0.1. The fitting polynomial, shown in Figure 2, is

Table I. Test of the limiting behaviour of the thermodynamic integration integrand. R is the factor given
by Equation (9) of the text quantifying the deviation from the limiting bchaviour.

A {EG, XV)), R

4999 x 101 5.553 x 10° 1.00
1.066 x 107* 5.658 x 10° 0.99
2272 x 1077 5.735 x 10° 0.98
4842 x 10°° 6.081 x 10° 0.93
3.485 x 10 ° 1.430 x 10° 0.90
1.510 x 1074 4.946 x 10° 0.87
6.544 x 1074 1.687 x 10?2 0.85
2836 x 107" 5.488 x 10 0.87
7913 x 10°° 2352 x 10 0.95
1.563 x 1072 1.173 % 10 1.13
3.125 x 1072 4.653 1.69
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Figure 2 Integrand of the nonlinear thermodynamic integration and the approximating polynomial
computed from the quadrature using the truncated Lennard-Jones potential. The symbols 0 and * stand
for the calculated integrand values using a 5 and 8 point quadrature, respectively. The dotted lines give the
fitting polynomials. The curve for the 5-point quadrature is shifted upwards by 5 units for clarity.

clearly inadequate to fit the integrand. Repeating the calculation with an 8-point
quadrature gave A° = —3.39 but the fitting polynomial still suggested that the
quadrature error would be rather large. To get a ““definitive” answer, two 5-point
quadratures were performed on the intervals [0, 0.1] and [0.1, 1] separately, giving
A" = 1.05 — 442 = —3.37, very close to the untruncated value but slightly below
it, as predicted by Equations (7-9).

DISCUSSION

The calculations described above demonstrate that nonlinear thermodynamic integra-
tion can be used reliably even when large scale particle creation is involved. This sets
the method apart from most other techniques (perturbation method [6, 14], pro-
bability ratio method [15], overlap ratio method [16), acceptance ratio method [14])
where such a large scale particle creation would require a considerable number of
intermediate states and thus illustrates the superiority of nonlinear thermodynamic
integration for the calculation of free energy changes involving the creation (or
annihilation) of several particles. (The only class of methods that are able to handle
creation and annihilation with similar ease are the methods that involve insertion or
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deletion of particles, see for example the Appendix, these methods fail however at
liquid densities for complex solvents or solutes [7]). It has also been found tha"t the
result is largely insensitive to the choice of the exponent k. The fitting polynomial of
the Gauss-Legendre quadrature, displayed on Figure 1, shows that the smoothest fit
is obtained for k = 4 or 5. Combining this information with the requirement that the
higher coupling parameter regions should also be sampled as much as possible, the
recommended value is k = 4.

The truncation of the inner core of the potential was found less effective than
expected. While the calculations have verified that the effect of truncation on the
calculated A’ is negligible, the resulting integrand, in spite of being monotonic in 4,
was ill suited for the Gauss-Legendre quadrature and required significantly more
quadrature points to calcualte 4" with precision comparable to that of the untrun-
cated calculations. While this might improve with the use of k > 1, the higher
exponent would mean the loss of monotonicity of the integrand and thus most of the
incentive for using the truncated potential is lost.

ACKNOWLEDGEMENT

This work was supported under an RCMI grant #SRC5G12RR0307 from NIH to
Hunter College and under grant 6-67258 from the PSC-CUNY Research Award
Program of the City University of New York. Computing resources were provided by
the City University of New York, University Computing Center. An inspiring discus-
sion with Dr. T. Halgren on the inner-core truncation is gratefully acknowledged.

APPENDIX

Widom has shown that the chemical potential of a fiuid can be related to the following
Boltzmann average:

W= (exp(—EXy, ., XYYKT) (A1)

where E(Xy,,, X") is the energy of interaction of a randomly inserted particle at
Xu41- For the efficient application of this formula, the fluid has to contain sufficient
number of particle-size cavities and thus it is expected that the method would break
down at high densities and/or low temperatures. Powles, Evans and Quirke [18] have
shown, however, that for the Lennard-Jones fluid near its triple point, using molecular
dynamics to generate configurational averages, the method is still able to give the
chemical potential with adequate precision.

The calculation described in this Appendix performed a (7, V, N) ensemble
simulation on 100 Lennanrd-Jones particles at T* = 0.75 and ¢* = 0.8 under
face-centered cubic periodic boundary conditions, using the Metropolis Monte Carlo
method with force-biased displacements [19] for convergence acceleration. A 2.5 ¢
spherical cutoff was imposed on the interactions and contributions beyond 2.5 ¢ were
estimated with the assumption that no density fluctuations exist beyond the cutoff.
2 x 10° Monte Carlo steps were run and at every 200 steps the program generated
200 random points and accumulated the average of Equation (Al). The excess free
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energy was obtained as — 3.34, in excellent agreement with the previously obtained

values.
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