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Efficient Monte Carlo sampling for long molecular chains using local
moves, tested on a solvated lipid bilayer
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An improved acceptance criterion for local move Monte Carlo metiogvhich trial steps change

only seven consecutive torsion angles of a polyneintroduced. In contrast to previous methods,

not all possible loop closures are considered, but only the most structurally conservative one. By
filtering such moves with the “reverse proximity criterion” introduced here, detailed balance is
satisfied. Furthermore, the new method is ergodic, and is shown to be significantly more efficient
than previous methods when applied to a fully solvated hydrocarbon chain with bulky sidechains as
well as a fully solvated lipid bilayer. €003 American Institute of Physics.
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I. INTRODUCTION stricted to a segment of the polymer backbone allow torsion
angle changes of reasonable magnitude even when the tor-

ficulty i d by the ti le of biological sion is in the middle of a long chain, raising the possibility
icu ty impose y the time scale of biological processes, ¢ performing efficient Monte Carlo simulations of
This is particularly true to the widely used molecular dynam-biOIOOIymerS

ics methodology that is limited to time steps in the femtosec- The present paper introduces an improved variant of lo-

ond range. The other major aI_ter_natlve, Monte Carlo, ha; thSal moves and compares its performance with the previous
potential to overcome this limitation, but it has proven fairly version and with the recently introduced extension biased

d|ff|TuE 0 rfatllz?hthlfvlpottent(ljal.l thodol ﬁ:rsiong—a method found to be of comparable efficiency to
nherent to the Monte Carlo methodology are several, o ar dynamics.

potential windfalls:(a) it is very easy to control the degrees
of freedom that are active in a particular simulatidoy; it is
very easy to emphasize sampling of a particular region of the
configuration spacdg) in aqueous systen{as most biologi- Il. METHODS: LOCAL-MOVE MONTE CARLO
cal systems ajeit allows an efficient implementation of Local-move Monte Carlo is based on simulations of a
grand-canonical ensemble sampling, thereby solving the ClY%olymer in its torsion-angle space where the attempted
cial problem of solvating systems with potential pockets Ofchange of a torsion angle is accompanied by changes in six
water. , _ subsequent torsion angles, allowing one to leave the rest of
A major obstacle in applying the Monte Carlo method- e molecule unchanged. As a result, the probability of ac-
ology for polymers and biomacromolecules in the otherwis&gnting 4 torsion change would increase significantly for
advantageous torsion angle space has been eliminated by tfb?lg polymer chains.
introduction of the so-called “local move(also referred to Limiting the change in the polymer backbone to only six
as “window move’). Local moves start with changing one 4 jons requires finding the right combination of torsions
torsion angle(called the driver torsionfollowed by the ad- 5t achieve this—a nontrivial geometry problem, referred to

justment of the six subsequent torsions to allow the rest ofig he |oop-closingor rebridging problem. Examples for
the chain to remain in its original positigwhile preserving  gqjutions to the loop-closing problertand further refer-
all bond lengths and bond angledt has already been ob- ence$ can be found in Refs. 1, 4—6, 8.

served by Gand Scheragathat their algorithm calculating While calculations aiming at a search of the conforma-

the torsion angles that close a loop can be applied to generagg -, space(e.g., performing simulated annealingan be

Monte Carlo moves in torsion space where only a segment Qfe formed relying on finding any solution of the loop-closing
a polymer chain is movetlA Jacobian correction to the ac- problem (even a solution to a weaker form of the loop-

ceptance criterioiwhich i? essential for unbiased sampling (|osing problem, such as the efficient torsional relaxation
was added by Dodet al” Their formalism has been used qcedure of Wonget al.® suffices, for calculations where
successfully by Hoffmann and Knafipyho tested it on the ;o ect Boltzmann-weighted averages are sought, i.e., algo-
folding of a small polypeptide, by Wu and De€who ap-  iihms based on theteTROPOLIS method, microscopic re-
plied |t_to prolme-_contammg pe.ptldes, and by Dinner, Whoversibility has to be ensured as well.

tested it on proteins and nucleic acfdMoves that are re- The improved method presented in this paper allows the
choice of the most advantageous solution of the loop-closing
dElectronic mail: mezei@inka.mssm.edu problem while maintaining Boltzmann sampling. Further-

Computer simulations of biological systems face the dif-

0021-9606/2003/118(8)/3874/6/$20.00 3874 © 2003 American Institute of Physics

Downloaded 04 Feb 2003 to 146.203.4.34. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp



J. Chem. Phys., Vol. 118, No. 8, 22 February 2003 Monte Carlo sampling for long molecular chains 3875

more, it is possible to implement it in a way that bypasses the In the present work, a different solution to this problem
full exploration of the loop-closing problem’s solution space.is proposed. The new method, in contrast to the randomly
chosen solution, always selects the loop-closing conforma-
tion after an attempted torsion angle change thétésclos-
A. Ensuring microscopic reversibility with local est to the original conformatiorHowever, attempted moves
moves are rejected outrightvhenever the original conformation is
Most Markov-chain based Monte Carlo methods rely onnot the closest conformatidior the reverse rotation applied
maintaining microscopic reversibilitta sufficient condition ~ to the selected conformation—this will ensure tHf
to ensure that the calculation samples the Boltzmann distri= P5e.,. This filter will be referred to as the “reverse prox-
bution. The difficulty in maintaining microscopic reversibil- imity criterion.” As a result, microscopic reversibility is
ity with local moves has two sources: the number of solu-maintained. Thus, this method eliminates those attempts that
tions to the loop-closing problem depends on theare unlikely to succeed, at the expense of only having to
conformation and the torsion angle changes during such accasionally solve an additional loop-closing problem. As
local move are correlated, thus the volume element in théhe cost of solving the loop-closing problem is independent
Boltzmann factor exp{ E/kT)d¢dd¢; 1 ...ddy. g is not volume  of the system size, this additional expense becomes negli-
preserving. gible for large systems. Thus, in the limit of dense systems
Correct solutions to these problem were presented bynd large system size the expected speedup approaches a
Doddet al2 followed by work of Hoffmann and Knaffmnd  factor equal to the mean number of solutions to the loop-
Dinner® All of these solutions require the determination of closing problem.
the full solution set to the loop-closing problem and the in-  An additional problem is that the range of valid torsion
troduction of the Jacobiad corresponding to the transfor- angles is not known in advance, thus any given choice of
mation between the torsion angles and the independent cod¥iver torsion can lead to an unsolvable loop-closing prob-
straint variables: lem. The simplest and computationally least expensive solu-
sel tion to this is to reject outright any attempted torsion change
pace _ il Pn-m €XP(—En/kT)J(n) (1)  When no solution is found to the loop-closing problém.
e Dot €XR(—Ep/KT)I(m) |

wherePS®" andP3 are the probabilities of selecting and
of accepting the trial moven—n, respectively. The formula
for the Jacobian can be found in Refs. 3, 4, and 6. Dodd As the proposed method limits the space of acceptable
et al. selected the trial conformation from the loop-closing moves compared to earlier versions, it is important to exam-
problem’s solution set with equal probabifityvhile Hoff- ine the possibility that it affects the ergodicity of the simula-
mann and Knapp selected from the solution set with probtion. A simulation is ergodic if for any pair of states there is
ability proportional to the Jacobi&n-the latter was shown a sequence of moves, each with positive acceptance prob-
by Dinner to perform better than the uniform selectidi- ability, that transforms one into the other.
ther solution introduces the ratio of the probabilities of mak-  First, there is a simple way to eliminatat least, in
ing that selection in the forward and reverse moves into théheory) the problem: for a certain fraction of the moves use
acceptance expression. one of the previously introduced local moves. If the fraction
The need to consider all solutions for generating the newis small then the loss of efficiency will also be small. The
conformation, however, is a drawback. It means that no matarguments in the following, however, indicate that it is un-
ter how small the driver torsion is changed, the change in thékely that one has to resort to this device.
remaining torsions can be quite large. When the affected For systems without closed cycléknear or branched
polymer segment has side chains attached, this results inmplymers it is easy to see that ergodicity is maintained with
significantly reduced likelihood of accepting such moves.the new method. The argument relies on the fact that there is
This translates into a disproportionate amount of move ata finite probability that the moves are made in such an order
tempts that will end up rejected. The problem with this is thatthat each driver torsion change leaves all previous driver
this is only found outfter the energy calculation and that is torsions unchanged. This way any change in the conforma-
the costly part of the procedure. One possibility to alleviatetion can be obtained by considering the changes in the driver
this problem is to precede the energy calculation with aorsion and ignoring the additional changes required for each
check for collisions and reject the attempt when a collision idocal move(since those torsions will be adjusted later by the
found. The drawbacks of this approach are i@t special driver torsion of another local moyeWhenever a required
neighbor list has to be maintained during the simulatit; driver torsion change leads to an unsolvable loop-closing
exactly for the case of the bulkier side chains there are aproblem, additional driver torsion changes can be assumed to
increasing number of neighbors to check; dodunless the have been madgo torsions that limit this particular solution
check is conservative there is the danger of rejecting a movspace. Since the system was assumed not to have cycles,
that would have ended up with favorable enough energy téhese additional driver torsions will be closer to the end of
be acceptedagain, this possibility is more likely with the the polymer chain than the driver torsion that was limited.
bulky side chain cagebut the more conservative of the Therefore, this process of applying driver torsions to enlarge
check, the less useful it is in preventing unnecessary energgolution spaces will always terminate, resulting in the re-
calculations. quired conformation.

B. Ergodicity
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Whenever the comparison shows a change of sign, the search
continues by bisecting the interval over which the sign
change is observed, until convergence is reached.
The nearest solution only can be obtained by a scan of
5 the circle that starts from the point that is closest torthef
the reference conformation and is extended in both directions
until a solution(if exists) is found. Extending the search to
the full circle will lead to the complete set of solutions
(simple geometric arguments can be used to exclude seg-
ments of the circlea priori). Note that the solution found
FIG. 1. Schematic description of the loop-closing problem and its solutionnearest with the restricted search can occasionally be differ-
Thick lines represent fixed bonds. The dashed cifalrose plane is per-  ent from the solution selected from the full solution set using
pendiculgr to the line connecting the fixed positions of atoms 1 astd@ws a Ieast—squares criterion. This, however, should not affect the
the possible placements of atom 3. . . oo L
microscopic reversibility as long as the same definition of
nearness is used in both directions.

For system containing cyclds.g., a protein with disul- The loop-closing algorithm was tested by solving it for
fide bridges the above-given argument fails. In fact, rings known conformations. The algorithm missed the original
with six atoms or less cannot be transformed from one alconformation in 0.2% of the calculations when the full range
lowed conformation to another with a sequence of smallwas scanned and in 0.8% when the scan was directed to
moves—just consider the “boat” and “chair” conformations search for the nearest solution only.
of cyclohexane. On the other hand, the more atoms are in the While the iterative approach can sometimes miss solu-
ring, the less likely that the simple constraint of having totions, it has several attractive features: ease of programming,
close the cycle can separate the conformation space into réhe avoidance of computing solutions that will not be used,
gions that are not connected by infinitesimal local movesand its numerical stability. The numerical stability follows
However, when the high likelihood of ergodocity is not from several facts(1) the roots of quadratics only are needed
enough, local moves suggested by Hoffman and Khapp ~ and not of polynomials of higher ordé in Ref. 5 and 16 in
be interspersed with the new local moves. These can be linRef. 8; (2) the numerical errors im, are not affecting the
ited to segments of the cycle with no or only short sidenumerical errors irr4; (3) unlike the methods using higher

0 6

chains for maximum efficiency. order polynomials, this iteration directly yields the coordi-
nates of the backbone atoms. Since the formulas leading

C. Finding the “nearest” solutions of the loop-closing from the roots of the polynomial to the coordinates of the

problem loop-closing atoms are rather complés seen in Appendi-

The solution to the loop-closing problem nearest to thec®S D and F of Ref. g it can lead to a concomitant loss of

initial configuration can, of course, always be found by Ob_pri(:ls?r:hw?lcT tﬁa?,thon octcas:con, b? qwt_e IS|gn|f|bcélr:t |
taining the full set of solutiongvide supra first. In the spi e1(,) € fact that Ine roots ot a polynomial can be "po-
I§hed to arbitrary precision However, it is to be stressed

present work an iterative approach was chosen. The iteratio

is based on the fact that, of the three atoms whose coord}h‘r’lt a detailed comparison of the speed and precision of the

nates are to be determined, the middle one should lie on éarlous loop-closing algorithms, 'nCIUdmg the qne descnbgd
circle® Figure 1 shows this circle in relation to the fixed ere, should be performed to see if the above-listed attractive

atomsrg, rq, rs, rg and the atoms whose coordinates thefeatures translate into real advantage.
algorithm has to determine,, r3, r,. The centeryso, and . . .

oA Lo Ry 131 T4 Fae D. Numerical considerations
radius,r, of the circle is given as

Numerical procedures repeatedly solving the loop-

Fgo=r1+(0.5+c)(rs=ry), @ closing problem are generally prone to accumulation of
r=dz,—c2d%, (3)  round-off errors, especially at conformations that have tor-

} ] sion angles near 180°. This necessitated the use of double-

whered;; is the distance between andr; and precision arithmetics. Another issue to be considered care-
d2,—d2 full){ is thg questioq qf whether one should use t.he actual or
= Tis (4)  theideal(i.e., the original bond lengths and 1-3 distances as

they become slightly altered after each accepted move. It was
Thus, for any putative value af;, putative coordinates of found that the propagation of errors in the bond lengths is
r,, ry can readily obtained since knowledge of the distancaminimized if the actual values are used fiy; anddsg; dg,
from three known points determines the coordinates of thaand d,g are calculated using the law of cosines using the
point® the constraints result in two independent quadraticactual values ofly; anddsg, the ideal values ofi;,, dysand
equations thus the solution of these two equations providef the anglesyq;, andaysg; and the ideal values for the rest.
four pairs of putative solutions far, andr,. Hered;; refers to the distance between atoms labéladd],

The algorithm proceeds by calculating these putative soe;;, refers to the angle between the bomelg andj—k, and
lutions at evenly spaced points on this circle and comparinghe labels 0—6 refer to consecutive atoms in the chain, with
the resultingr,—r,| values with the reference distandg,. atoms 2, 3, and 4 being the ones whose coordinates are to be
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TABLE |. Comparison of the extent of sampling of the diphenyl substituted hexadecane with the different MC

methods.
LPX LIW
fla ftb Pac(:C Prrd RMSDnbe ft Pacc Pacc/nrc RMSDDb
2 30 0.75 0.05 1.95 18 0.27 0.0010 0.55
4 18 0.71 0.06 1.17 18 0.17 0.0015 1.05
6 14 0.57 0.07 1.82 22 0.21 0.0022 0.80
8 22 0.48 0.12 1.28 22 0.15 0.0007 0.74
10 22 0.44 0.12 1.43 14 0.15 0.0022 0.56
12 18 0.43 0.16 1.65 30 0.14 0.0009 117
14 18 0.39 0.15 1.19 22 0.11 0.0006 0.69
16 18 0.44 0.08 1.83 18 0.10 0.0015 0.88
18 22 0.35 0.15 1.32 18 0.10 0.0015 0.77
20 18 0.30 0.17 1.24 14 0.08 0.0016 1.06
40 30 0.21 0.19 1.04 18 0.04 0.0003 0.80
60 18 0.12 0.24 1.02 30 0.03 0.0008 1.04
80 22 0.08 0.31 1.02 14 0.03 0.0003 0.53

&, : the overall scale factor applied to the local move ranges.

bf, : the best overall scale factor applied to the regular torsion ranges.

°P.cc. probability of acceptance.

dp,,: probability of reverse rejection.

*RMSD,,: root-mean square deviation of the driver torsion atoms.

P ccmn: Probability of acceptance for local move that did not choose the nearest solution.

determined. A further reduction of the error propagation waghe simulated lipid molecule agreed with the results of simu-
obtained by computing the new torsion angles from the callating the same system with simple torsion-angle Monte-
culated positions of the three middle atoms, and recalculatin@arlo (MC).
these positions from the new torsion angles using the stan- Next, a polymer with a bulky side chain was simulated
dard bond lengths and angles. Any side chain was added in aqueous solution to model the condensed phase environ-
these newly recomputed backbone atoms. ment. The aim of this exercise was to show that the limiting
When the full range was scanned for solutions, the recase referred to in estimating the expected improvement can
verse proximity criterion was considered satisfied when théye reached in realistic systems. The polymer chosen was
solution nearest to the original conformation from the solu-hexadecane and it had biphenyl groups attached to it at the 3,
tion set obtained from the original conformation was also they, 10, and 13 positions. It was solvated with 770 water mol-
closest to the trial conformation. This avoids the need ofecules in a cube of 29.01 A edge. The solute was modeled
selecting a threshold value to decide if the solution neareswith the CHARMM force field! and the TIP3® model was
the trial conformation is the same as the original conformaused for watersampled preferentially to move the ones
tion. However, when the scan is stopped after the nearesiear the solute more frequently
solution is found, its comparison with the original conforma- First, the ranges of torsion angle changes for local moves
tion does require such a threshold value—this is an addiwere adjusted individually to produce reasonably uniform
tional drawback since for any choice there will be occasionahcceptance rates. Next, runs ok 30° MC steps were per-
false positives or false negatives. formed where one torsion was changed on the hexadecane at
It is also of interest to note that the concept of looking every 30th MC step, using different overall scale factors on
for the solution that is the least perturbed form the originalthe local torsion angle step range and on the range of the
conformation was also used by @ad ScheragdHowever,  regular torsiongat the tail end of the polymerThe extent of
their technique did not address the issue of detailed balanggampling was characterized by the root-mean square devia-
and, unlike the method presented here, also involved shiftingon (RMSD) of the backbone atoms that were moved by the
the affected backbone segment. driver torsions of the local moves. Table | shows the results
for runs with progressively larger scale factor on the local
moves. For each local move factor, the result with the best
. RESULTS: TEST OF THE LOCAL-MOVE MONTE regular torsion scale factor is shown. Besides the _backbo_ne
CARLO RMSDs, Table | shows the acceptance rates obtained using
the Jacobian-based selection strategy of Hoffmann and
First, the correctness of the sampling was tested on &napp (labeled LJW and using the method proposed here,
polymer of 11 dummy atomé.e., no interactions, zero tor- based on full scanflabeled LPX. For the LJW runs, the
sion potentigl and on a single lipid moleculdODMPC, vide  acceptance probabilities of steps when not the nearest solu-
infra) in a dielectric continuum witle=80. The freely rotat- tion was chosen is also given and for LPX runs the probabil-
ing polymer yielded uniform distributions for all torsion ity of the reverse rejection is shown as well.
angles; and both the torsion and the nonbonded energies of The results verify the suggestion that the acceptance
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TABLE Il. Comparison of the extent of sampling of the lipid bilayer with the different MC methods.

Nyc? Nef D’ D, D, D.° D¢ Dr,., D, Dr..,
EXB 1 1.0 3.6 3.9 4.4 0.28 11.8 5.6 6.8 7.4
EXB 5 5.0 5.6 6.2 6.5 0.46 15.1 6.1 9.3 9.7
EXB 10 10.0 6.6 75 7.7 0.59 16.9 7.0 10.1 11.1
LPX 1 0.5 25 2.5 25 0.27 9.5 5.3 5.3 5.5
LPX 5 25 4.6 5.1 5.2 0.48 13.2 6.1 7.6 8.2
LPX 10 5.0 5.6 5.6 5.9 0.49 15.2 6.5 8.8 10.0
LIW 1 0.6 2.8 25 3.0 0.26 9.9 5.2 5.6 5.7
LIW 5 2.8 4.6 4.7 5.2 0.43 13.5 5.8 8.3 8.2
LIW 10 5.6 5.5 5.7 5.7 0.48 14.9 6.3 9.5 8.9

Ny : humber of Monte Carlo steps/A.0

bDax, D, Da; the mean overall rotation of the molecule around the space-fixgd andz axes(the bilayer is in they—z plane.

D : theyoverall mean displacement of the center of the lipid molecules during the run.

D, DTHG' DTHCl' DTHCZ: the mean overall displacement of the entire molecule, the headgroup chain, and the two hydrocarbon chains, respectively, due to
torsion angle changes only.

probability of non-nearest solution is extremely low. Theythe LPX run, as it turned out to be optimal here as ywé&lhis
also show that the conformational changes obtained by thdifference is just a manifestation of the fact that having to
new method in the same number of sté@gen including the choose randomly from the solution set all too frequently re-
steps that did not require energy calculations due to the newults in rather drastic conformational change.
method’s filtej is significantly higher than those obtained Using these optimized parameters,” 1MC step long
with the method of Hoffman and Knapp—on the whole canonical ensemble simulations were performed from the
about 50% more. Since in general one order of magnitudesame starting configuration. Table Il shows the progression
improvement in the precision of a Monte Carlo method re-of sampling for these runs. Since the acceptance strategies
quires two orders of magnitude increase in the computationare quite different for the three techniques, they require dif-
effort required, this translates into a factor of 2 improvementferent CPU times to run. This fact is indicated by the “effec-
in efficiency. tive” number of MC steps in Table Il giving the number
For the final test, a bilayer of 50 dimyristoylphosphati- of MC steps the EXB algorithm would make during the
dylcholine (DMPC) molecules(i.e., 25 in each laygrwas same time.
chosen, modeled also with the CHARMM force fiéfdThe The LPX results in Table Il were obtained using full
bilayer was solvated by a total of 2033 TIP8mvaters in a  scans. Using the limited scan approach gave similar energies
periodic hexagonal cell of 72.0 A length and of 24.8 A hexa-and conformational changes. The probabilities for the out-
gon edge. The temperature of the system was 37 °C, welight rejection of a movéi.e., when no solution is found to
above the gellliquid crystalline transition temperature ofthe loop-closing probleinwere 27% and 28% for the full
DMPC. This system was used earlier in this Laboratory toand limited scans, respectively, and the probabilities of fail-
test the Extension-Biased Monte Cdrlinat was found to ing the reverse proximity test were 24% and 29% for the full
produce conformational changes of comparable magnitude tand partial scans, respectively. The latter difference is a
a molecular dynamics run using the same CPU time. manifestation of the different nearness definition used in the
There are conflicting arguments for the choice of a testimited and full search.
system. The advantage of the method proposed here will best Comparison of the new local move strate@yX) with
manifest itself in dense systems with longer side chainsthe original techniquéLJW) shows that even on this side-
These systems, however, converge significantly slower, thushainless system the new local moves perform slightly better
making comparisons both more costly and less reliable. Thé.e., produce larger change in the system with a given
latter argument led to the choice of the previously studiecamount of computer timehan the original since it achieved
lipid system, even though the expected improvements ara consistently larger change in the various conformational
much less striking. Besides the two kinds of local movesindicators with 12% less computational effort. The real
tested earlieflLJW and LPX the lipid test also included power of the new local moves will be apparent for dense
extension biased torsion angle sampling for all torsidas  polymers with side chains since in comparing two different
beled EXB, that was found to be of comparable efficiency tosolutions to the same loop-closing problémg., the boat
molecular dynamics in Ref.)7to provide a link with our and chair conformations of cyclohexaribe displacement of
earlier work. the side chain atoms will be significantly larger than the main
The ranges of torsion angle changes for local moveghain’s displacement.
were adjusted individually to produce reasonably uniform  The extent of sampling with the local move runs was
acceptance rates. An overall scale factor for these ranges watso found to be of comparable magnitude that of the
tuned to maximize the conformational changes of the lipidsextension-biased torsion-angle sampling runs. Even though
The optimal acceptance rate for the LPX run turned out to béor polymers of such moderate length the move of the full
0.20%, while the optimal acceptance rate for the LJW rurchain still provides somewhat better sampling than the local
was found to be only 0.10%using the same step size as for moves, the important thing is that the efficiency of local
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moves is independent of the chain length while the efficiencyexample is the cavity-biased grand-canonical ensemble
of any regular torsion move decreases steadily with the insimulatiort® that provides for the insertion and deletion of
crease of the polymer length. the solvent(i.e., watej, thereby eliminating the uncertainty
The various versions of the local-move MC have beerof the number of waters required in the interior of a protein
implemented into the programmc. It is available through or a complex.
the Www24
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