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Péter Miná ry,† Pál Jedlovszky,‡,§ Mihaly Mezei,‡ and László Turi* ,†
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An extensive liquid simulation study combining Monte Carlo and molecular dynamics techniques was
performed for liquid formic acid. We investigated thermodynamic, dynamic, and spectroscopic properties of
the liquid. The examination of several dynamic properties leads to a detailed picture of the molecular
contributions to the macroscopic properties of the liquid phase. Although the present model overestimates
the diffusion constant by about 25%, the calculated spectral densities for the translational and rotational modes
of the solvent in combination with ab initio calculated harmonic frequencies provide a valuable tool in the
qualitative assignment of several important features of the low-frequency liquid phase Raman spectrum. The
relaxation time scales also give reasonably good agreement with dielectric relaxation and NMR measurements.
Hydrogen-bonding dynamics provide interesting additional information on the dynamical time scales. The
average lifetime of the strongest types of hydrogen bonds is less than 0.5 ps. The relative population of the
dimers with two hydrogen bonds undergoes a significant change relative to the gas phase population, the
weight of the less stable dimers increasing substantially. Approximately 1% of the molecules participate in
hydrogen-bonding patterns which dominate the crystalline phase of the formic acid. As an extension of the
present work for the liquid phase, we have also performed calculations for the vapor-liquid equilibrium
coexistence curve predicting the critical temperature with 5% error. The application of the thermodynamic
integration method results in thermodynamic excess quantities as the excess free energy, entropy, and chemical
potential.

Introduction

Understanding the nature of the hydrogen-bonding interac-
tions is a challenge of central importance in wide areas of
theoretical and experimental chemistry. The first step in this
process involves investigations of small, model molecules.
Formic acid, as the simplest carboxylic acid, can be considered
such a molecule. Besides its simplicity, formic acid possesses
many interesting properties. Regarding the intermolecular
interactions, the formic acid molecule with its two oxygen atoms
has two hydrogen bond acceptor sites, while the hydroxyl
hydrogen and the formyl hydrogen provide two hydrogen bond
donor possibilities. The donor characteristics of the formyl
hydrogen can appear in unconventional C-H‚‚‚O type hydrogen
bonds.1 The rich hydrogen-bonding potential leads to a complex
dimer potential energy surface with a variety of stable hydrogen-
bonded dimers.2 The complexity of the hydrogen-bonding
patterns is manifest in the condensed phase structures of formic
acid. While formic acid forms a well-known cyclic dimer in
the gas phase,3 infinite hydrogen-bonding chains with one
O-H‚‚‚O and one C-H‚‚‚O bonds between the monomeric
units dominate the crystalline phase.4 The structure of the liquid
formic acid is, however, still the subject of intense investigations.
The most powerful experimental methods for the structural
problem, the X-ray and neutron scattering techniques, predict
the presence of open-chain structures.5,6 A series of important

properties, such as thermodynamic, dynamic, and electric
properties, also reflect the hydrogen-bonding structure and the
dynamics of the liquid phase. Many of these properties have
been measured on numerous occasions in the past.7-14 Repro-
ducing these properties constitutes an important test for the
applicability of any theoretical approach for the description of
the condensed phases of formic acid.

To explore the connection between the microscopic (atomic)
level and the macroscopically observable quantities, one clearly
needs a molecular description of the investigated system.
Theoretically, liquid simulation techniques furnish the most
viable route to gaining insight into the molecular details
underlying the structure, the dynamic and other physico-
chemical properties of the liquid phase. Despite the broad
literature of the computer simulation methodology,15 the number
of simulation studies on pure liquid formic acid is surprisingly
limited.16-18 The purpose of the present paper is to fill this gap
and perform a detailed simulation study of neat liquid formic
acid. This work represents the final part of a series of
investigations beginning with an ab initio study for exploring
the formic acid dimer potential surface in which seven stable
minima were located.2 Next, a new five-site pair potential was
developed for formic acid by a numerical parameter fitting
procedure to the ab initio dimer potential.17 A Monte Carlo (MC)
simulation study followed, examining the thermodynamic and
structural properties of the liquid phase.18 The performance of
the new pair potential is satisfactory; the computed structural
and thermodynamic attributes nicely reproduced the correspond-
ing experimental results. Furthermore, the population of the
cyclic, C2h dimer with two O-H‚‚‚O hydrogen bonds has been
found relatively small in the neat liquid. As another important
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result, the role of C-H‚‚‚O interactions has been illustrated in
the liquid phase. The liquid structure is described as a two-
level hydrogen-bonding network consisting of small, often
branching oligomers mainly with O-H‚‚‚O bonds. The smaller
clusters are connected to each other by weaker C-H‚‚‚O
interactions, thus forming a space-filling network of hydrogen
bonds.18

In the present work we consider various further aspects of
neat liquid formic acid with emphasis on the dynamic properties
as computed from molecular dynamics (MD). We first attempt
to qualitatively assign the low-frequency translational and
rotational spectra of liquid formic acid. Microscopic details of
the relaxation phenomena in solvation processes and NMR
spectroscopy are also taken under inspection. The MD meth-
odology makes it possible for us to examine the hydrogen-
bonding dynamics. Consequences and possible implications of
the hydrogen bond dynamics for the gas and solid phases are
considered. We also extend our investigations from the pure
liquid phase toward vapor-liquid equilibrium by calculating
excess free energies and critical constants (temperature, density).
The computed thermodynamic quantities can further verify the
applicability of the applied model.

Methods

Classical liquid simulations have been performed on pure
formic acid in the present work. We mention at the outset that
although the techniques for treating liquid dynamics on ab initio
principles have been available for more than 15 years,19 the
size of the present system still requires the classical simulation
methodology. Our simulations include microcanonical ensemble
molecular dynamics simulations, canonical ensemble MC
simulations, and the application of the Gibbs ensemble Monte
Carlo method20 with cavity biased particle insertion.21 The
computational details will be given directly before the sections
outlining the actual results. In this part of the paper we collect
the common features of the simulation techniques employed.

In the simulations we applied the cubic simulation box and
standard periodic boundary conditions with the minimum image
convention. For describing the interactions between the formic
acid molecules we employed the five-site potential developed
earlier.17 The potential consists of the sum of electrostatic and
Lennard-Jones type interactions. At this point we find it
necessary to note that due to an unfortunate mistake the
parameters of the potential in the original papers appeared
incorrectly. The numbers are corrected in subsequent Errata,17b,18b

and are also listed here in Table 1. The long-range part of the
electrostatic interaction has been treated by the Ewald method15

in the MD calculations and by the reaction field correction
method23 in the MC simulations. The geometry of the rigid
formic acid molecules is taken from ref 17. We note that
similarly to earlier works,17,18 we considered only the cis
conformer of formic acid being 20-25 kJ/mol more stable in
free energy at 298.15 K than thetrans-formic acid.2,22The high
energy barrier of approximately 60 kJ/mol also prevents the
cis-trans interconversion.22

We also note that extensions of the simple electrostatic plus
Lennard-Jones type potentials are also available in the literature.
Explicit inclusion of many-body effects is possible via the
application of molecular polarizabilities as illustrated recently
on the examples of acetone, formaldehyde, and formic acid.24

Other types of modifications of the simple van der Waals and
charge interaction potential for formic acid were also proposed
by incorporating charge fluxes and atomic dipoles in the
electrostatic model.25 In many cases carefully optimized all-
site effective pair potentials can be sufficient. Since our earlier
developed pairwise, additive, effective potential successfully
reproduces both thermodynamic and structural properties of the
liquid phase, we think that the model is a reliable and economic
choice for the present purposes. Nevertheless, one always has
to be aware of the limitations of the two-body approach. This
point will be also emphasized in the following discussion.

Results and Discussion

Molecular Dynamics Simulations.Dynamic and Spectro-
scopic Properties. Molecular dynamics simulations were per-
formed on the microcanonical ensemble with 500 formic acid
molecules in a cubic simulation box. We applied the quaternion
procedure to ensure the rigidity of the individual molecules in
our MD scheme.26 The classical equations of motion were
integrated by the Verlet algorithm27 using a 1 fstime step. After
an initial 20 ps equilibration period, we carried out a 50 ps long
preequilibrium run followed by a 150 ps long equilibrium
trajectory. The average temperature during the equilibrium run
was 301.5 K.

The first dynamic property we focus on is the self-diffusion
constant. Two schemes are employed to calculateD in the
literature.15 The Einstein relation makes use of the long-time
limit of the mean-square displacement of the sites of the
molecules. This approximation predicts 1.46× 10-5 cm2/s,
about 40% higher than the experimental 1.04× 10-5 cm2/s.12

The self-diffusion coefficient may also be calculated from the
integral of the velocity autocorrelation function of the center-
of-mass of the individual molecules. The velocity autocorrelation
function is shown in Figure 1. We found that theintegral of
the autocorrelation function as a function of time (not shown)
exhibits strong fluctuations after a very fast increase (in the first
200 fs) and a more or less monotonic decrease up to 10 ps.
After 10 ps the integral function appears to contain significant
contribution from statistical noise. An exponential fit to the
decreasing part of the integral function up to 10 ps results in
1.30× 10-5 cm2/s in the long-time limit for the self-diffusion
constant with somewhat better agreement with the experimental
value than that obtained from the Einstein relation.

The velocity autocorrelation functions are intimately con-
nected to the various modes of molecular motions. More
precisely, the Fourier transforms of the center-of-mass velocity
autocorrelation function and of the angular velocity autocorre-
lation functions around the three principal axes provide the
spectral densities for the hindered translational and rotational
motions, respectively. The computed spectral densities for the
translational motions are shown in Figure 1 with a peak in the
spectrum at 50 cm-1 and a pronounced shoulder at around 200
cm-1. To understand the origin of the two bands deeper, we
separated the center-of-mass velocity into two contributions, one
in the molecular plane (xy plane), the other perpendicular to
the same plane (z direction). The Fourier transforms of the
corresponding components clearly indicate (see Figure 1) that
the higher wavenumber shoulder originates predominantly from
the in-plane motions, while both components contribute sig-

TABLE 1: Optimized Lennard-Jones Parameters and
Charges for the cis-Formic Acid Monomer

i qi (e) σii (Å) εii (kJ/mol)

C 0.44469 3.727 0.376
(Cd)O -0.43236 2.674 1.214
(C-)O -0.55296 3.180 0.392
(C-)H 0.10732 0.800 0.020
(O-)H 0.43331 0.994 0.100
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nificantly to the less hindered peak at 50 cm-1. Figure 2 shows
the three angular velocity autocorrelation functions and the
corresponding rotational spectral densities. The calculation of
the rotational spectral densities is based on the treatment of
Heinzinger et al. on the spectroscopic properties of substituted
water.28 Librations around thex and y axes (in the principal
axis coordinate system) are quasidegenerate with maxima
located at 200 cm-1, while the peak of the in-plane libration
(around thez axis) shifts toward lower wavenumbers (ap-
proximately 100 cm-1).

To facilitate the discussion of the spectra of liquid formic
acid, we collected the harmonic intermolecular vibrational
frequencies for four different minima of the formic acid dimer
potential surface calculated at MP2/6-31G(d) level and the gas
phase experimental frequencies of the most stable dimer,II , in
Table 2 (for the numbering of the dimers see Figure 3).2,22,29

Although the experimentally observed Raman bands can be
attributed to the coalescence of the manifold of peaks arising
from various highly collective and anharmonic molecular modes,
comparison of the gas phase dimer intermolecular frequencies
to the calculated spectral densities and the experimental spectrum
turns out to be illustrative. First of all, it is noticeable that weakly
hydrogen-bonded dimers (for example,VII and VIII ) do not
possess bands at the higher wavenumber region of 200 cm-1.
This important feature of the density spectra can be correlated
reasonably with the normal modes of the two most stable dimers,
II andIII . Most characteristically, the in-plane symmetric stretch
of the hydrogen-bonding system ofII (ν4) appears as a
translational mode and is likely responsible for the 200 cm-1

shoulder in the translational spectrum. The out-of-plane rotation
around they axis (ν5), the in-plane antisymmetric stretch (ν6)
for II , and the in-plane libration ofIII (ν6) also contribute in
the same region, although at slightly higher frequencies. These
frequencies correlate qualitatively with the rotational spectral
densities for they and z axes; the former function has its
maximum around 200 cm-1 and the latter has also significant
contribution here (see Figure 2). On the other hand, we have
not been able to identify such dimer intermolecular modes which
could be responsible for the rotational band around thex axis.
This finding might imply that, in addition to the dimer
intermolecular modes examined above, additional, relatively stiff
intermolecular modes should be present in the liquid phase. A
more quantitative assignment is obviously hampered by the
harmonic approximations involved in the calculations, the lack
of order of the liquid state, and the statistical distributions of
the intermolecular interactions. Since the simulated spectra are
very sensitive to the shape of the potential energy surface, the

Figure 1. Translational velocity autocorrelation functions (upper) and
the corresponding spectral densities (lower) for liquid formic acid.
Spectral densities in arbitrary units. Solid line: total autocorrelation
function and spectral density; dashed lines: the component perpen-
dicular to the molecular plane; dotted lines: the planar component.

Figure 2. Rotational velocity autocorrelation functions (upper) and
the corresponding spectral densities (lower) for liquid formic acid. The
inset shows the orientation and the three principal axes of the formic
acid molecule. Spectral densities in arbitrary units. Solid line: rotation
around thex axis; dotted line: rotation around they axis; dashed line:
rotation around thez axis.

TABLE 2: Calculated (Harmonic) Vibrational Frequencies
(in cm-1) for Dimers II, III, VII, and VIII at MP2/6-31G(d)
Level2,22 (Experimental Frequencies Are in Parentheses)a

vibrations II III VII VIII

ν1 72 (68) Au 63 22 36
ν2 168 (137) Ag 121 71 84
ν3 176 (163) Au 123 75 94
ν4 206 (190) Ag 148 77 103
ν5 270 (230) Bg 196 79 108
ν6 265 (248) Bu 208 87 110

a Reference 29 and references therein.
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use of an effective pairwise potential presents another serious
obstacle to a more precise comparison. Experimentally, the wide
distribution of interactions manifests in broad spectral bands.
Accordingly, an earlier Raman spectroscopic work10 observed
two broad low-frequency bands centered approximately at 80
and 200 cm-1. A very recent Raman spectroscopic study11

performed in the 80-4000 cm-1 range finds one broad band in
the low-frequency regime at around 200 cm-1. Despite the
present approximations (use of an effective pairwise potential
and the harmonic approximation) we can conclude that the
general features of the calculated spectral densities agree
reasonably well with the experimental liquid state Raman
spectrum.

The velocity autocorrelation functions are closely related to
the relaxation phenomena of the liquids through the molecular
level reorientational motions. In general, the reorientational
motions are characterized in terms of the autocorrelation
functions of the Legendre polynomials.30,31

In eq 1 θ(t) is the angle of the rotation of a molecule-fixed
vector. The first two members of the series (l ) 1, 2) can be
easily related to the experimentally measured relaxation time
scales of the liquids. Figure 4 showsC1(t) and C2(t) for the
molecular dipole and OH bond direction, respectively. Since
C1(t) is proportional to the dipole autocorrelation function,
single-molecule correlation time (τ1) can be deduced from the
Debye-like long-time exponential decay of this correlation
function.32 The fitted decay time turns out to be 6 ps, while the
integral correlation time becomes about 5 ps. The direct
comparison of the calculated single-particle correlation time and
the experimentally obtainable macroscopic dielectric relaxation
time (τD) is quite a difficult issue even in the case of a simple
exponential decay.33 The Cole-Cole plots for liquid formic
acid14 reveal, however, that there exist at least two dielectric
decay domains with 2.08 and 40 GHz critical frequencies at
298 K, corresponding to macroscopic relaxation times of 74
and 4 ps, respectively. For the simplest comparison, one can
utilize the following relation of Powles for the macroscopic and
the microscopic relaxation times of theith exponential decay:
33

Taking the corresponding experimental data (the frequency
dependent dielectric constants and the relaxation time) for the
second domain,14 we can approximate the “experimental” single-
particle correlation time as 3.1 ps in modest agreement with
the simulated data (note that we observe only the faster
relaxation from our molecular dynamics simulations).

Beyond its significance in neat liquids, the dipole autocor-
relation function has a prominent role in the theory of solvation
dynamics of monatomic solutes which undergo step-function
change in the charge. The function{C1(t)}R can successfully
reproduce the autocorrelation function of the equilibrium
fluctuations of the solvation energy,34,35which, in turn, coincides
in the linear response approximation with the nonequilibrium
response function of the solvation energy during the solvation
process. The translation factor between individual rotational
motions and solvation response,R, is basically equivalent with
the dipole density multiplied by a screening by the solvent
polarity:35

Figure 3. Structures of seven minima located on the ab initio potential
surface with the stabilization energies of the present parameter set.2,17

The numbering follows that in refs 2, 17, and 18. SpeciesI is thecis-
formic acid monomer.

Cl(t) ) 〈Pl(cosθ(0)) Pl(cosθ(t))〉 (1)

Figure 4. First two members of theCl(t) series of the autocorrelation
functions of the Legendre polynomials for the dipole direction (C1(t))
and for the O-H bond direction (C2(t)).

τD,i

τ1,i
)

3ε0,i

2ε0,i + ε∞,i
(2)

R ) {4πFµ2

3kBT }(1 - 1
ε)-1

(3)
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whereF is the number density of the solvent,µ is the dipole
moment, andε is the static dielectric constant. In general, large
R implies that the solvation energy may relax significantly for
a slight molecular rotation in the liquid, while the dipole
autocorrelation function is only hardly influenced. The resulting
R ) 24 value for neat formic acid is similar to those for water
and acetonitrile (R ) 19 and 20, respectively),35 and significantly
higher than for methanol (R ) 8).34 The factorR also relates
single-particle motions with the solvation response by providing
the connection between the free rotational motion of the solvent
molecules and the solvation frequency (ωs

2 ) R〈ω1
2〉), the

solvation frequency (ωs) defined as the curvature of the
equilibrium response function att ) 0. The free rotational
frequency for the formic acid molecule can be approximated
as the average of the free rotational frequencies (ω1 ) (kBT/
I)1/2) for the x and z axes (see the inset in Figure 2 for the
molecular orientation and note thaty approximately coincides
with the dipole direction). These simple relations result in an
estimate ofω1 ) 2.3 ps-1 for the average free rotational
frequency andωs ) 11.3 ps-1 for the solvation frequency. The
inertial regime of the (linear) solvation response of liquid formic
acid has, thus, qualitatively similar frequency as for acetonitrile
(ωs ) 14.0 ps-1), but is much slower than for water (ωs ) 100
ps-1).35 The similarR andωs values indicate that the equilibrium
response function for the solvation of a monatomic solute in
formic acid can be expected to have similar behavior to that in
acetonitrile.

The correlation time of the second member of the series from
eq 1 is closely related to the longitudinal or spin-lattice
relaxation time (T1) obtainable from NMR measurements. The
assumption of isotropic rotation in the “extreme narrowing” limit
leads to a linear relation between the spin-lattice relaxation
rate and the molecular reorientational correlation time,τ2.12,36,37

The proportionality constant in eq 4 contains the square of
the quadrupole coupling constant for the deuteron,Θ. The
experimentally measured relaxation rate (1/T1) determined by
Kratochwill and Hertz12 for deuterated formic acid (HCOOD)
is 4 s-1. They assumed a value of 200 kHz forΘ in the neat
liquid, which is 20% higher than in the solid phase, and obtained
6.5 ps forτ2.12 Employing the experimental value of 272 kHz
by Ruben and Kukolich13 with the same experimental relaxation
rate, one receives 3.65 ps for the molecular reorientational time.
Our computed relaxation time from the slope of the linear part
of the logarithm ofC2(t), 3.8 ps, is in excellent agreement with
the latter experimental figure. Thus, although the experimentally
deducedτ2 values may be put in a fairly wide distribution, the
present simulations produce a promising estimate for the
molecular relaxation time.

Hydrogen-Bonding Dynamics.We have already referred (as,
for example, in eq 3) to the role the intermolecular interactions
play in influencing the molecular reorientational motions. The
role of the hydrogen bonds, as the strongest of this type of
interactions, is fundamental. In our previous work, we consid-
ered the statistical properties of the hydrogen-bonding structure
of neat liquid formic acid.18 The MD investigations can provide
supplementary information on the hydrogen-bonding dynamics.
In particular, we should like to examine the lifetimes of the
individual hydrogen bonds possible in liquid formic acid, and
as a further step, the various hydrogen-bonded dimers. The
hydrogen-bonding dynamics also have essential implications for
the aggregation of the molecules.

In the first step, we calculate the fraction of the hydrogen
bonds (H(t)) that remain unbroken after a timet employing the
method applied for methanol clusters by Haughney et al.31 The
procedure involves counting the number of bonds (N(tn)) that
break precisely after thenth time step:

The mean lifetime of the hydrogen bond can then be defined
as follows:

As the initial condition we know thatH(0) ) 1 and∆t is the
time step of the simulation. Following the lines of our previous
work,2,17,18 we can distinguish four types of H-bonds, two
different O-H‚‚‚O and two C-H‚‚‚O interactions. The defini-
tion of these hydrogen bonds requires ther(O)H‚‚‚O andr(C)H‚‚‚O
distances be shorter than 2.5 Å and theRO-H‚‚‚O andRC-H‚‚‚O
angles be larger than 130°. We found that an average formic
acid molecule participates in 1.85 O-H‚‚‚O hydrogen bonds,
and 2.78 H-bonds including the C-H‚‚‚O interactions. These
numbers are consistent with earlier observation for the hydrogen-
bond structure of liquid formic acid.18 The resulting decay
functions are shown in Figure 5. It is evident that the weaker
C-H‚‚‚O bonds break faster, and, consequently, live shorter.
The calculated lifetimes are correspondingly 400 fs for the
strongest O-H‚‚‚O hydrogen bonds and approximately 150 fs
for the C-H‚‚‚O hydrogen bonds.

One may also want to compare the dominant interactions in
the gas and solid phases to those in the liquid by examining
whether there exist molecule pairs (dimers) in the liquid phase
with two simultaneous hydrogen bonds within the pairs. The
classification of these pairs with double hydrogen bonds
corresponds to those dimers which are local minima on the gas
phase dimer potential surface (see Figure 3 and ref 2). In the
gas phase,II is the dominant dimer, while the crystalline chains
are formed from dimeric units similar toIII . For the definition
of dimeric interactions with two H-bonds we found that the
distance criteria applied for the two interactions simultaneously
is sufficient to sample the relevant species. Furthermore, since
in the optimized gas-phase dimers all hydrogen-oxygen
distance of the C-H‚‚‚O interactions is about 2.5-2.6 Å,2 we
allowed for a less stringent H-bonding distance for the C-H‚‚‚O

Figure 5. Decay functions for the four different types of hydrogen-
bonding interactions in liquid formic acid. The inset shows the
numbering of the atoms of the formic acid molecule.

H(tm) ) ∑
n)m

∞

N(tn+1)/∑
n)1

∞

N(tn) (5)

τ ) ∑
n)0

∞ ∆t

2
[H(tn) + H(tn+1)] (6)

1/T1 ) 3/2π
2Θ2τ2 (4)
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hydrogen bonds (r(C)H‚‚‚O < 2.7 Å). The relative populations of
the dimers with two hydrogen bonds are listed in Table 3. Due
to the inherent arbitrariness in defining individual hydrogen
bonds and subsequently doubly hydrogen-bonded dimers, the
absolute numbers should be carefully interpreted. Nevertheless,
a few qualitative observations are in order. First of all, more
than 60% of the double hydrogen-bonding interactions are of
type II , which, in turn, are formed by only 7% of the formic
acid molecules.18 The weights of the other dimers increase
substantially relative to the gas phase. The shift in the relative
populations of the various double H-bonded species is the result
of the fine interplay between both energetic and entropic factors
determining the structure and dynamics of the condensed phases.
As an example, the 520:1 ratio forII andIII at 298 K calculated
for the gas phase2 decreases to only 7:1 in the liquid phase.
This particular shift of the relative weight ofIII shows that the
dimeric interactions, dominant in the solid phase, are already
present in liquid formic acid (approximately 1% of the
molecules). The importance of the various double hydrogen-
bonded dimers is also reflected in the decay functions (Figure
6) and the average lifetimes collected in Table 3. The lifetimes
of the doubly H-bonded species correlate strongly with the
lifetimes of the individual hydrogen bonds (see Figures 5 and
6).

Vapor-Liquid Equilibrium . The vapor-liquid coexistence
curve of our formic acid model was calculated from a set of
simulations using the Gibbs ensemble Monte Carlo technique.20

Simulations of this type treat the liquid and the vapor systems
simultaneously, and establish thermodynamic equilibrium by
letting the two systems to exchange both volume and molecules.
The key to the efficiency of the method is the fact that the two
systems have no actual interface. Since the method tends to
break down at lower temperatures (i.e., at higher densities), the
systems at lower temperature were treated by the cavity-biased
variant of the method,21 in which analogously to the grand
canonical ensemble cavity biased method,38 insertions are only

attempted into preexisting cavities and the acceptance of such
attempted changes is modified to correct for this bias.

Simulations were performed at 12 different temperatures,
namely at 300, 325, 350, 375, 400, 425, 450, 475, 500, 525,
540, and 550 K. The two cubic simulation boxes contained 601
formic acid molecules altogether. Molecule and volume ex-
change steps were attempted after every pair of displacement
steps and after every 600 displacement attempt pairs, respec-
tively. Cavity biasing has only been used at the temperatures
below 525 K when a molecule was attempted to transfer from
the dilute (vapor) to the dense (liquid) phase. In such cases the
insertion of the molecule was attempted into cavities of radius
fluctuating around 3.3 Å. The maximum translation and rotation
of a particle in the displacement steps were 0.3 Å and 15°,
respectively. The maximum change of the box volume in one
step was 400 Å3. The systems were equilibrated by about 50-
75 million pairs of particle displacement steps, whereas in the
production phase 15 million particle displacement pairs were
attempted.

The calculated densities of the coexisting vapor and liquid
phases are shown in Figure 7 as a function of the temperature.
The critical temperature and density of the model were estimated
to beTc ) 554 K andFc ) 0.48 g/cm3 by fitting a sixth-order
polynomial to the density values at the five highest temperatures.
Similar values were obtained when a fifth-order polynomial was
fitted to the points above 500 K. Unfortunately, we can only
compare the simulated critical temperature with the experimental
value of Tc

exp ) 588 K,8 since, to our knowledge, the
experimental liquid-vapor coexistence curve, as well as the
critical density of liquid formic acid, has not been reported yet.
Nevertheless, the two facts that (i) the model is able to reproduce
the experimental critical temperature well, within about 5%, and
(ii) it reproduces the experimental density very well, within
about 1% at 298 K,17 suggest that the curvature of this phase
diagram is probably reproduced rather accurately by the model.
The experimental determination of the vapor-liquid equilibrium
properties of formic acid would provide a very important and
useful test of the present potential model. A possible good
agreement with the present results, which can be expected from
the good reproduction of the critical temperature, could verify
that the model can indeed describe the thermodynamic properties
of formic acid well over a very broad range of thermodynamic
states.

Excess Free Energy. The excess free energy of liquid formic
acid at 298 K was calculated by the thermodynamic integration

TABLE 3: Relative Fractions (%) and Average Lifetimes
(fs) of Various Dimers with Two Hydrogen Bonds between
the Two Connected Monomeric Units

dimer
relative

fraction (%)
average

lifetime (fs) dimer
relative

fraction (%)
average

lifetime (fs)

II 63.5 458 VI 4.4 62
III 9.0 101 VII 8.2 76
IV 10.4 130 VIII 2.9 51
V 1.6 62

Figure 6. Decay functions for dimer interactions withtwo hydrogen
bonds. For numbering see Figure 3. The inset shows a longer time
scale decay for dimerII .

Figure 7. Vapor-liquid equilibrium densities of formic acid as a
function of the temperature, as resulted from Gibbs ensemble Monte
Carlo simulations with the present model. The asterisk is the estimated
critical point of the model.
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method.39 The underlying ideal gas and the liquid was connected
in the configuration space by the following path defined by the
coupling parameterλ:

Previous examples for such calculations, including an en-
hanced path for the definition ofE(XN,λ), can be found
elsewhere.40 The excess free energyA′ can be then obtained
from the relation

As has been discussed elsewhere,39 in three dimensions for
a potential energy with anr-12 repulsion term the exponent 4
on λ in eq 7 eliminates the singularity at theλ ) 0 end of the
integral of eq 8. The symbol〈...〉λ indicates the Boltzmann
average of the quantity enclosed, beingE(XN,λ) instead ofU(XN)
in the Boltzmann factor. From the technical point of view, this
average is equivalent to the usual Boltzmann average at the
temperatureT* ) T/λ4. The integral was evaluated numerically,
using a five-point Gaussian quadrature. The integrand at each
quadrature point, shown in Figure 8 as a function of the coupling
parameter, was calculated from (N,V,T) ensemble Monte Carlo
simulations of 512 molecules, performed at the corresponding
T* temperature. By performing the integration of eq 8, the excess
free energy value ofA′ ) -22.07 kJ/mol was obtained.A′ is
related to the excess entropyS′ and excess chemical potential
µ′ through the relations:

From these equations the excess entropy and excess chemical
potential of the model at 298 K resulted in 58.36 J/(mol‚K)
and-24.54 kJ/mol, respectively.

Conclusions

The present work, a detailed, classical liquid simulation study
using molecular dynamics and Monte Carlo techniques, com-
pletes a series of earlier investigations on the energetics,
structure, and thermodynamics of formic acid.2,17,18 Here, we

have investigated several dynamic, spectroscopic, and further
thermodynamic aspects of the neat liquid. Although the agree-
ment is not quantitative between some calculated and measured
properties (i.e., the diffusion constant), the emerging picture
provides a valuable insight into the molecular contributions
underlying various, interesting properties of the liquid phase.
The qualitative assignment of the broad bands of the low-
frequency Raman spectrum based on the calculation of the
translational and rotational spectral densities is an illustrative
example. The simulated molecular reorientational times also
correlate well with the relaxation times from dielectric measure-
ments and NMR spectroscopy. A simple relation between single-
particle rotational motions and solvation response35 makes it
possible to predict solvation dynamics of a monatomic solute
in neat liquid formic acid from the free rotational times of formic
acid molecules and the dipole autocorrelation function. We
predict the solvation dynamics of liquid formic acid in the linear
response approximation to be similar to that of acetonitrile. The
complex hydrogen-bonding structure of liquid formic acid and
its dynamics have been investigated in terms of the lifetimes
of the various types of hydrogen bonds. The average lifetime
of the stronger O-H‚‚‚O hydrogen bonds appears to be about
4 times longer than that for the C-H‚‚‚O interactions. A similar
analysis for the double hydrogen-bonded dimers revealed that
the relative weight of the dimers characteristic of the crystalline
phase is significantly higher in the liquid phase than calculated
for the gas phase.2 As a straightforward extension of the
calculations for the liquid phase, thermodynamic calculations
were also performed for the vapor-liquid equilibrium. The
results (vapor-liquid coexistence curve, critical temperature),
on the one hand, further verify the applicability of the present
formic acid model over a broad range of thermodynamic states.
On the other hand, we could also predict experimentally not
yet available thermodynamic excess quantities as the excess free
energy, excess entropy, and the excess chemical potential at
298 K.
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